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Materials or compound design at heart is searching for the 

needle in the haystack and faces two major challenges: prop-

-

mation) on the one hand and the sheer size of the haystack 

on the other hand. The latter is often called chemical (com-

pound) space and is meant to encompass all (stable) systems. 

Common estimates for the size of subspaces thereof are 1060 

molecules relevant for pharmaceutical applications [1] and 

1029 ternary face-centered-cubic supercells with less than 30 

atoms [2]. Even if a very well trained chemist could  consider 

one million compounds a second and even if everybody on 

1026 times the age of the universe to go through this list of mol-

ecules. Essentially that illustrates that the speed at which one 

can perform property estimation does not matter: no matter 

how fast a high-throughput experiment can be, or how quickly a 

computational estimate can be produced, we either need sys-

tems of favourable properties to be very common or we require 

approaches that can consider parts of chemical space as a 

whole without enumerating systems one-by-one.

When considering such approaches, it is most useful to go 

back to the original problem: solving Schrödinger’s equation. 

The only ingredients of the common Hamiltonian are the atom-

ic positions and nuclear charges, the net charge, and the net 

spin. The net charge is often small to allow for stability at all, so 

there are only few (easily enumerable) independent cases for a 

given system. The same argument applies to the net spin. For 

the nuclear charges and coordinates however, they interact and 

span a combinatorially growing space of possible systems. For 

-

urational space and functional groups or atoms can easily be 

replaced and still form stable molecules, which is commonly 

exploited by generating candidate molecules via graph enumer-

generative neutral networks [9, 10]. Therefore, the key to cover 

a large volume of chemical space is by exploiting trends and 

correlations regarding nuclear positions and charges.

One family of such approaches is Quantum Alchemy. It is a the-

oretical framework which includes the derivatives of properties 

with respect to the change in nuclear charges of the atoms in-

volved. This is valid from a quantum chemistry standpoint as the 

nuclear charges only enter Schrödinger’s equation by virtue of 

-

ally allowed even though they cannot be realised in the lab. The 

accuracy [11] using a Taylor or Padé approximant [12]. A Taylor 

series is a local approximation to a function as a polynomial the 

-

mated function while a Padé approximant uses the ratio of two 

polynomials to achieve the same and can be obtained from a 

Taylor series. Mathematically, this approach is similar to using 

matrix to estimate the minimum energy geometry, a well-estab-

lished procedure for geometry optimizations. Since the individ-

ual derivative contributions to a Taylor polynomial are purely ad-

ditive, the alchemical gradients can be calculated once for each 

atom and then combined to form millions of new systems [11].

Including mixed derivatives of geometry and alchemical charg-

es allows to not only estimate the effect of substituting atoms 

with those of other elements (“vertical change”) but also how 

the geometry of the system will change due to that substitution 

(“relaxed change”) [13], useful for inverse design using such 

derivatives [14]. Calculations with arbitrary precision math 

-

tives converges for surprisingly large changes in nuclear charg-

es, e.g. for predicting the energy, orbital energies and density 

matrix elements of CO, BF, BeNe from derivatives evaluated at 

N only [12]. With the same method, the dimerization of a chain 

of Hydrogen atoms is predicted correctly from alchemical per-

turbations starting from a chain of Helium atoms where there 

of quantum alchemy, the perturbative effect of newly added 

sites can be estimated reliably, relevant e.g. for protonation en-

ergies [15, 16] where the common approach [17] of estimating 

protonation from the electrostatic potential is actually the ze-

roth order expansion in quantum alchemy. Quantum Alchemy 

has been developed from different perspectives starting with 

Wilson’s four dimensional electron charge [18] which can be 

extended to estimate molecular energies [19, 20] via electro-

static potentials and perturbation expansion [21]. The virtual 

crystal approximation (VCA) which aims at modeling fraction-

al occupancy of an atomic site by interpolating elements to 

produce a mean effect is closely related [22] but much less 

accurate as local structure is not resolved. In conceptual Den-

sity Functional Theory (DFT), it is natural to consider response 

functions to an external change, here of the external potential 

[23–28]. In both the Hartree-Fock and DFT worlds, coupled 
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perturbed approaches have been used to develop closed form 

expressions for the derivatives [29] improving upon earlier 

theorem [30]. Most recently, automatic differentiation (AD) has 

been applied to quantum alchemy in a bid to simplify deriva-

tion of the expressions and the implementation thereof [31]. 

Since AD does not require to manually derive the derivatives in 

-

ative power in quantum chemistry. Thermodynamic cycles can 

help building error correction schemes [32] for some applica-

tions such as catalysis [33, 34].

Whenever a comparably rigid scaffold is involved, alchemical 

perturbations commonly require about three orders to pre-

dict a system doped with heteroatoms or replaced functional 

calculations, which are the most commonly used calculations 

[35]. This is in part due to a large convergence radius of the 

exploring large chemical spaces: if the convergence radius is 

e.g. two nuclear charges, then any atom with nuclear charge 

Z–2 to Z+2. 

If N such sites in a system exist, then the same few derivatives 

access 5N. For a single coronene, this would equal about 1016 

systems ignoring symmetry. Similar cases have been investi-

gated for both covalent and non-covalent interactions e.g. for 

-

valent interactions of doped coronene [11], catalyst discovery 

[33, 34, 36], screening of ionic crystals [37] or to uncover de-

sign rules for doped polycyclic aromatic hydrocarbons [38].

Less rigorously, the perturbative approach in principle can be 

applied to design problems where the property in question 

depends smoothly on e.g. the atomic charges. For example, 

“vertical” changes in the periodic table (e.g. As-Sb) have been 

explored in the design of materials [39]. Even though the 

formal change of the nuclear charge is huge, the electronic 

structure between the elements is similar as they share the 

number of valence electrons. Any case where such an argu-

ment can be made, a perturbative approach akin to Quantum 

for the property over the region of chemical space covered by 

the perturbation series is convenient: for many properties no 

such closed form exists and they have to be derived, imple-

mented and calculated from quantum chemistry methods. At 

the same time, this closed form is highly interpretable as each 

term is a direct consequence of some change to the system. 

Interactions between different such changes can be investigat-

ed and analysed directly, which e.g. has been used to identify 

approximate symmetries in chemical space which can be used 

to reduce the search space [38] or to provide a conceptual 

structure to machine learning models [40].

Several challenges remain: currently, calculating derivatives 

w.r.t. nuclear charges requires non-standard approaches and 

is highly technical. One major obstacle is that many computa-

tional chemistry methods ignore the smoothness of properties 

between elements and rather parametrize each of them from 

scratch [41], although some procedures obtain variationally 

optimal parametrizations [42] which lowers the error. In prac-

tice, any general parametrization leads to inconsistencies and 

discontinuities which require careful interpolation. This is par-

ticularly relevant for periodic systems such as materials which 

typically rely on heavy parametrization to reduce computation-

al cost. Furthermore, reliable error estimates are needed to 

automatically detect the trust radius, i.e. by how much nuclear 

charges and geometries can be changed without obtaining 

inaccurate predictions. With these topics addressed, the de-

rigorous manner.

Fig. 1: Quantum alchemy allows to approximate large domains in chemical 
space from a single calculation. Blue dots denote any valid system, e.g. any 
molecule. Large orange dots denote selected systems for which an appropri-
ate quantum chemistry method has been evaluated. Orange areas denote the 
regions which can be approximated from alchemical perturbations.

Fig. 2: Convergence radius of the alchemical perturbation series as Padé ap-
proximant around the Nitrogen dimer. Either nuclear charge Z can be changed 
by several integer values for this particular simulation. For two atoms, this 
yields a quadratic number of systems that can be assessed without extra cost 
(red dots). As discussed in the text, this effect is the stronger the more atoms 
are involved. In practice, plus and minus one nuclear charge per atom are 
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„Man kann auch ganz burleske Fälle konstruieren. Eine 

Katze wird in eine Stahlkammer gesperrt, zusammen mit 

folgender Höllenmaschine (die man gegen den direkten 

Zugriff der Katze sichern muss): in einem Geigerschen 

Substanz, so wenig, dass im Laufe einer Stunde vielleicht 

eines von den Atomen zerfällt, ebenso wahrscheinlich 

aber auch keines; geschieht es, so spricht das Zählrohr 

an und betätigt über ein Relais ein Hämmerchen, das ein 

Kölbchen mit Blausäure zertrümmert. Hat man dieses 

ganze System eine Stunde lang sich selbst überlassen, 

so wird man sich sagen, dass die Katze noch lebt, wenn 

inzwischen kein Atom zerfallen ist. Der erste Atomzerfall 

würde sie vergiftet haben. Die Psi-Funktion des ganzen 

Systems würde das so zum Ausdruck bringen, dass in ihr 

die lebende und die tote Katze (s.v.v.) zu gleichen Teilen 

gemischt oder verschmiert sind. Das Typische an sol-

chen Fällen ist, dass eine ursprünglich auf den Atombe-

reich beschränkte Unbestimmtheit sich in grobsinnliche 

Unbestimmtheit umsetzt, die sich dann durch direkte 

Beobachtung entscheiden lässt. Das hindert uns, in so 

naiver Weise ein „verwaschenes Modell“ als Abbild der 

Wirklichkeit gelten zu lassen. An sich enthielte es nichts 

Unklares oder Widerspruchsvolles. Es ist ein Unterschied 

zwischen einer verwackelten oder unscharf eingestellten 

Photographie und einer Aufnahme von Wolken und Ne-

belschwaden.“ – Erwin Schrödinger (Naturwissenschaf-

ten. 48, 807; 49, 823
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“Albert Einstein: So here we are, hmm? Lost in your 

quantum world of probabilities, and needing certain-

ty.” 

Screenplay 

— Niels 
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