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 INTRODUCTION

Experimental, theoretical and computational investigations of 
reaction mechanisms represent one of the most challenging 
fi elds in chemistry. A deep understanding of activated processes 
allows chemists to comprehend the nature of chemical transfor-
mations and helps designing molecules in order to govern the 
reaction. Besides the fundamental academic interest, the study 
of chemical reactions has a great impact in everyday life.

Understanding a chemical reaction is not simple. To properly 
investigate these events one must understand how and why 
a reaction proceeds from reactants to products with a specifi c 
mechanism, and how fast this process is. Changes in the mo-
lecular structure, ambient conditions, different solvation envi-
ronments, allow chemist to interfere with the chemical trans-
formation process in order to achieve the desired products. 
Therefore, the atomistic details of the reaction mechanism are 
fundamental to reach this goal.

Quantum chemistry (QC) has been very successful in unravel-
ling the nature of many chemical reactions at the molecular lev-
el.[1] Several computational techniques and new physical chem-
istry concepts have been developed bridging the computational 
results to the experimental fi ndings.[2] Reaction paths[3] and 
coordinates,[4] reactive trajectories,[5] potential energy minima 
and saddle points[6] have become customary objects in com-
putational chemistry.[7] However, their application is extremely 
limited if not meaningless to systems for which the structural 
complexity and fl uxionality is very high, e.g. solvated systems.

A valid alternative is represented by ab initio Molecular dynam-
ics (MD).[8] MD simulations represent a powerful tool for studying 
a vast range of chemical systems. Many equilibrium properties 
can be calculated and their related atomistic details investi-
gated. Since decades these techniques have been applied to 
several phenomena in different kind of systems from materials 
to biological macromolecules. Unfortunately, many important 
processes occur on a time scale that is larger by orders of mag-
nitude than the one accessible by standard MD simulations. 
These phenomena are commonly referred to as rare events.

To circumvent this problem several methods and computa-
tional techniques have been proposed in order to enhance the 
sampling of these events.[9] This is achieved by accelerating the 
transitions between metastable states, thus, broadening the 
probability distribution between them. Because of the direct 
relationship between probability distribution and free energy, 
these methods are often referred as free energy methods. A 
large family of these techniques is based on the concept of the 
collective variable (CV),[10] a parameter that characterizes and 
distinguishes the metastable states of interest. Among all, a 
very popular and widely used method to enhance the sampling 
between free energy minima is Metadynamics (MetaD).[11, 12] 
This approach makes use of an adaptive and history depend-
ent bias potential that enhances the fl uctuations within the 
free energy basins, thus, favouring transitions. MetaD allows 
the exploration of the confi gurational space, the reconstruc-
tion of the free energy surface  (FES), and the determination 
of the kinetics of the process.[13, 14] In spite of its popularity 
and vast use in several application, MetaD has been much less 
frequently applied to chemical reactivity. Among all the 3000 
and more citations of the landmark paper by Laio and Parr-
inello “Escaping free energy minima” introducing the MetaD 
algorithm,[11] only about 80 papers report its application to 
chemical reactions.[15] The research presented in  the present 
report aims at developing new methods and approaches for 
studying chemical reactions within the framework of Metady-
namics. Based on the previous works and on recent promising 
developments in the fi eld, together with the development of 
faster computers and effi cient algorithms, MetaD could poten-
tially become a routine method in the study of chemical reac-
tions in complex systems competing with the aforementioned 
well established methods. Applications to relevant problems in 
chemistry will be tackled. They range from homogeneous and 
heterogeneous catalysis up to the role of water in chemistry 
such as acid/base reactions and anticancer drugs activity. The 
overall and most ambitious goal of this project is to move for-
ward the frontiers in quantum chemical simulations.

METHODS

Metadynamics

The central concept in quantum chemistry is the potential ener-
gy surface (PES).[16] Within the Born-Oppenheimer approxima-
tion the PES embodies most of the information regarding the 
chemical properties of a molecular system. Formally, the PES 
is a 3N-6 dimensional function V(R) that maps the potential 

Giovanni Maria Piccini

REMOVING BARRIERS TO UNDERSTAND 
CHEMISTRY

Dr. Giovanni Maria Piccini
ETH Zürich
Professur für Computational Science, LUI
USI-Campus Via Giuseppe Buffi  13, 6900 Lugano, Switzerland
Tel.: +41 58 666 48 03 
E-Mail: g.piccini@phys.chem.ethz.ch 



5

DEUTSCHE BUNSEN-GESELLSCHAFT
ASPEKTE

among the nuclei for a given confi guration R = (R1, R2, . . . , 
R3N-6), where N is the number of atoms in the system. To charac-
terize the chemically relevant confi gurations, namely reactants, 
products, and transition structures, one must locate on the PES 
minima and fi rst order saddle points respectively.[6, 17] Tradition-
ally, different geometry optimization algorithms have been used 
to achieve this goal.[18–22] Unfortunately, due to the large num-
ber of degrees of freedom this task may be rather cumbersome. 
Moreover, no guarantee that the located stationary points corre-
spond to the correct structure is given. Fig 1 shows a schematic 
representation of a PES projection on 2 of the 3N-6 dimensions 
of the system. Several local minima are present as well as many 
saddle points between them. Understanding if an optimized 
reference structure corresponds correctly to the state confi gu-
ration of interest still requires a large amount of chemical in-
tuition. The “roughness” of the PES is mainly a consequences 
of the fact that no temperature effects are considered when 
evaluating the system potential energy. This means that besides 
quantum zero-point vibrations at 0 K the nuclei are frozen in 
local confi gurations. On the contrary, at fi nite temperature many 
local minima corresponding to the structures characterizing the 
metastable thermodynamics states may be explored.

Thus, the inclusion of fi nite temperature effects, i.e. entropy, 
results in a reduction of the complexity of the problem as sev-
eral narrow minima are smoothed into shallower valleys (see 
Fig. 1). Including the entropy means that the function we are 
considering is no longer the potential energy but the free en-
ergy. This comes with several advantages. The free energy can 
be obtained selecting a few parameters that characterize and 
distinguish well the metastable states of interest without loss 
of generality. We call these parameters collective variables 
(CVs)[10] and they are defi ned as functions of the microscopic 
atomic Cartesian coordinates.

 Therefore, it seems straightforward to make use of the free 
energy rather than the potential to calculate most of the transi-
tion properties for an activated process. In this way one would 
explore and characterize the different local minima associated 
to reactants and products, e.g fl uxional systems, and at the 
same time get information about the dynamics involved in a 

transition. Unfortunately, in most cases the estimation of the 
free energy is extraordinarily slow, if not prohibitive, in a stand-
ard MD trajectory due to the presence of high energy barriers 
separating the metastable states. In other words, for such at-
omistic trajectories the system will remain stuck in one of the 
free energy basins, just fl uctuating around the local minimum.
To circumvent this problem several methods have been pro-
posed to achieve ergodic sampling and are named after this as 
enhanced sampling or free energy methods.[9]

Here, we will focus on a particular class of enhanced sam-
pling methods that rely on collective variable biasing, namely 
MetaD.[11–13] Other techniques that do not make a direct use 
of the concept of CV to explore the free energy landscape are 
as well important and powerful but less adequate for the goals 
we want to achieve.

The idea behind CV based enhanced sampling methods is to 
add a bias potential along a set of CVs in order to force the 
system visiting those region of the free energy space in which 
the equilibrium probability distribution is small. The fi rst exam-
ple of this strategy can be traced down to the 1977 landmark 
paper of Torrie and Valleau introducing umbrella sampling. In 
their work the authors proposed to add a bias to the under-
lying PES derived by trial-and-error in order to sample all the 
CV space of interest. Of course, fi nding a “good” bias poten-
tial for each problem may be rather cumbersome most of the 
times. MetaD overcomes these problems by introducing a pro-
gressively growing bias potential along the CVs. This history de-
pendent bias is commonly built by a sum of repulsive Gaussian 
kernels preventing the system visiting regions that have been 
already explored.

Fig. 2 shows the effect of MetaD biasing on a one dimension-
al double well potential. The free energy basins are fi lled by 
the adaptive bias during the simulation, thus, enhancing the 
fl uctuations around the local minima and favouring transitions 
across the barrier. From a statistical point of view the effect of 
the bias is a progressive broadening of the probability distribu-
tion within the free energy basins, i.e. fi lling the gap of non zero 
probability in the barrier region.

Fig. 1: The effect of entropy on the potential energy landscape along a 2-dimensional representations.
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The main advantages of MetaD is the fact that apart from some 
few simple parameters (height and width of the Gaussians ker-
nels) no a priori knowledge on the the shape of the free energy 
is needed to design the bias. Moreover, the statistical features 
of the system like the probability distribution and, therefore, 
the free energy can be accurately reconstructed by means of 
reweighting techniques.[23, 24]

Development of collective variables for chemical reactions

The characterization of metastable thermodynamic states by 
means of specifi c order parameters lies at the hearth of free 
energy methods. MetaD makes a direct use of these descrip-
tors to explore and represent the free energy landscape of an 
activated process.

Often, the complexity of a chemical reaction makes the intuitive 
selection of a proper set of free energy descriptors extremely 
hard.[15, 25, 26] It is therefore fundamental to develop and imple-
ment new CVs and methods allowing MetaD to become a rou-
tine approach in the computational study of chemical reactions.

In most cases, a chemical reaction involves a rearrangement 
of the molecular bonding topology. Reactants and products 
differ from each other by the presence 
or absence of different types of chemi-
cal bonds. Crossing the reaction barrier 
means spending energy to simultaneous-
ly form and break such bonds. A typical 
example is the SN2 reaction CH3F + Cl– → 
CH3Cl + F–. In order to transit from reac-
tants to products (see Fig. 3) distance d1 
must elongate while d2 shrinks and vice 
versa for the backward reaction. 

Using d1 and d2 as independent CVs one obtains the FES report-
ed on the left of Fig. 4. In a simple case like this the use of both 
distances is perfectly reasonable. However, in more complex 
scenarios more descriptors may be necessary. In such cases a 
MetaD simulation may converge poorly and, most importantly, 
the physical interpretation may lose in clarity and simplicity. 
By means of chemical intuition it is possible to reduce the di-
mensionality of the problem. In the case of the SN2 reaction, 
a valid solution may be combining the whole information in an 
antisymmetric linear combination such as s = d1 - d2. Using this 
CV, instead of d1 and d2 independently, one gets a FES that 
describes very effi ciently and much more clearly the process.
Recently, we have introduced a new method able to pack a 
large set of state descriptors into low dimensional CVs. The 
method uses the information extracted from the local fl uctu-
ations (means and multivariate variance) of these descriptors 
within the reactants and products free energy basins. We mod-
ifi ed  Fisher’s discriminants[27] approach to operate a dimen-
sionality reduction on the CVs. We called this method Harmon-
ic Linear Discriminant Analysis (HLDA).[28] 
In this way, given a arbitrary large set of state descriptors one 
can operate a dimensionality reduction to one single variable 
that embodies all the information needed to enhance the sam-
pling along an optimal direction.
A practical example is provided by a typical organic chemistry 
reaction, the Diels-Alder cycloaddition (see Fig. 5). We studied 
the classical [4+2] Cycloaddition of 1,3-butadiene and ethene. 
The essence of a chemical reaction can be summarized as a 
combination of simultaneous bonds breaking and formation. 
This is accompanied by a time-crucial conformational reorgan-
ization[29] and a local change of distances. Such a bond reor-
ganization can be a dramatic event involving breaking and/or 
formation of -type bonds but can also be accompanied by lo-
cal electronic rearrangements resulting in a non-local strength-
ening or weakening of other bonds like the one to conversion.

Fig. 2: The effect of MetaD on a double well potential energy surface (upper 
panel) associated to the distortion of the probability distribution (lower panel) 
along a generic CV s. As more bias is deposited inside the free energy basins 
a broadening of the total probability distribution is observed including a gap 
fi lling in the regions where P(s) is close to zero.

Fig. 3: Carbon-halide 
distances used in the 
description of an SN2 
reaction.

Fi g. 4: FES obtained applying MetaD along d1 and d2 independently (left) and 
along the reduced CV s = d1 - d2 (right).

The chemical scheme for a classical Diels-Alder reaction is re-
ported in Fig. 5. The peculiarity of a Diels-Alder reaction lays 
in the fact that the formation of the two bonds in the product 
state implies that three -bonds of the reactant state become 
two -bo nds while a -bond becomes a -bond.

Therefore, although it is clear from Fig. 5 that distances d4 and 
d6 will play a major role in the reaction progression as they 



7

DEUTSCHE BUNSEN-GESELLSCHAFT
ASPEKTE

govern the approach of the two molecules to each other, the 
concerted elongation-contraction of distances d1, d2,d3, and d5 
will play a signifi cant role. Having the two distributions for the 
six distances considered we applied HLDA to them.

To demonstrate the power of such a method we report in Fig. 5 
the Free-energy profi le along sHLDA. The HLDA CV besides being 
rather effi cient clearly brings out the chemistry of the problem 
with a wide entropic basin and a narrow and deep enthalpic 
state. Furthermore, the confi gurations extracted from those 
that are in the apparent transition state do correspond to those 
that are described in standard text books (see Fig. 6). In the fi -
nal state two possible confi gurations are possible, namely endo 
and exo. In our case they are symmetry related by refl ection. 
However, if some specifi c asymmetry of the reactants would be 
present this may lead to the well known endo-exo chirality. Such 
a procedure can be applied to more complex cases where the 
bonding transformation cannot be clearly attributed by means 
of simple chemical intuition. Moreover, as the discrimination 
of the states is so well defi ned the method can be applied to 
understand more deeply the nature of the transition state that 
is key in the understanding of many chemical properties.
HLDA can also be extended to treat multiple metastable states 
(MC-HLDA[30]). In order to illustrate the power of MC-HLDA in 
the study of chemical reactions we start with a simple SN2 nu-
cleophilic substitution, namely the substitution of a chlorine 
atom in the compound CH2Cl2 by a Cl– anion. For this system 
reactants and products are formally identical and the statistics 
of the state descriptors in the free-energy basins is permuta-
tionally equivalent. To enhance sampling between the three 
basins we employed the distances between the chlorine atoms 
and the central carbon atom similarly to what has been done 
recently by Pfaender et al.[31] and by our group[32] (see Fig. 7). 
These three descriptors represent a good choice in describing 

the slow motions of the atoms in going from reactants to prod-
ucts. More precisely, they are related to the slowest collective 
oscillations, i.e. low vibrational frequencies, as they involve the 
dynamics of the heaviest atoms of the system.[33, 34]

Fig. 8 reports the free energy surface (FES) obtained by en-
hancing the sampling along the two CVs by means of metady-
namics. The variables provide an excellent discrimination of 
the states neatly refl ecting the 3-fold symmetry of the problem. 

To extract further information we calculated the free energy 
profi le along the minimum free energy path (MFEP).[35, 36] The 
latter is obtained by taking a series of points lying along a guess 
path and minimized according to the nudged elastic band al-
gorithm (NEB). In pr    inciple such a MFEP is not required to go 
necessarily through the transition states. However, in the pres-
ent case it does and the conformations extracted from the ap-
parent transition state do correspond to the classical back-side 
nucleophilic attack as depicted in blue in Fig. 8. This is a clear 
indication of the quality of the CVs. The estimated barrier along 
this path is about 50 kJ/mol. The backside attack is the most 
probable route in a SN2 reaction mechanism and it would be 
responsible for the chiral center inversion if any chirality were 
present. However, a closer inspection of the FES revealed the 
existence of another reaction pathway much higher in terms 
of free energy barriers. The MFEP analysis shows that along 
this possible, although much less probable path, the system 
must overcome a barrier in the order of 200 kJ/mol. Rather 
surprisingly, the analysis revealed the presence of a high ener-
gy intermediate in which the nucleophile and the leaving group 
coordinate the Cl– atom bonded to the central carbon atom. In 
physical organic chemistry this mechanism is usually referred 

to as front-side attack and it is known ex-
perimentally[37] and theoretically[38–40] to 
be high in terms of energy barriers, thus, 
unlikely to happen. In fact, this mecha-
nism is expected to retain the chirality 
of the reactants a feature that is almost 
never observed in pure SN2 reactions. 
Therefore, it is clear that the nature of 
the SN2 chirality inversion is a conse-

Fig . 5: Free energy profi le for the Diels-Alder reaction of 1,3-butadiene with 
ethene as a function of the HLDA CV obtained using the set of six bond dis-
tances as basis descriptor.

Fig. 6: Overlap of an ensemble of confi gurations extracted from the barrier 
top region (s(R) -2.8) resembling the typical text book example of a Diels-Al-
der transition structure. Here the potentially chiral stereospecifi c confi gura-
tions endo and exo are depicted in magenta and cyan.

Fig. 7: Carbon-chlorine 
distances used as de-
scriptors for the SN2 
reaction.
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quence of the chemical kinetics as the barrier for the back-side 
attack mechanism is much lower than the front-side one.
It is worth underlining that no information on the route the sys-
tem can take to go from reactants to products has been given 
as an input. All this wealth of information on the system was 
hidden in the simple statistics that one collects from a short 
monitoring of the local fl uctuations in the free energy basins.

Another fundamental type of organic reaction is the electro-
philic addition. One such process is the hydrobromination of 
propene. Here, a hydrogen bromide molecule is used to break 
the propene double bond by adding the hydrogen atom and the 
bromine to the carbon atoms involved in the double bond. Such 
a reaction can give rise to two different isomers depending on 
which carbon atoms the halide group will bind to (see Fig. 9).
It is known that the halide atom prefers to bond to the most 
substituted carbon. This because the mechanisms starts with 
the abstraction of the acidic hydrogen by a carbon atom of the 
double bond implying the formation of a carbocation. Carboca-
tions are much more stable if the carbon center is surrounded 
by other carbon groups rather than by hydrogen atoms. In the 
case of propene the central carbon atom has a hydrogen atom 
formally substituted by a methyl group. Therefore, this stabi-
lizes the transient carbocation with respect to the less substi-
tuted carbon in the double bond. The carbocation is formed in 
the transition region and is unstable, thus, the preference of 

the bromine atom to sit in the most substituted carbon has to 
be interpreted as a kinetic rather that a thermodynamic effect. 
These are the so called Markovnikov rules[41–43] and the as-
sociated reaction outcomes are referred as Markovnikov and 
anti-Markovnikov products (see Fig. 9).

To study this particular reaction 
we applied MC-HLDA to the three 
states associated to reactants, 
Markovnikov, and anti-Markovni-
kov products states. We used 
as descriptors the fi ve  distances 
illustrated in Fig. 10. These CVs 
are both able to break and form 
the desired bonds but at the 
same time they embody the nec-
essary information to discrimi-
nate between Markovnikov and 
anti-Markovnikov products.

Fig. 11 reports in the upper panel the FES of the hydrobromi-
nation reaction. The lower elongated minimum is associated to 
the reactants state. This state can evolve into the Markovnikov 
and anti-Markovnikov product states by crossing two different 
barriers. The lower panel of Fig. 11 shows the free energy pro-
fi le along the MFEP. Two things are worth noticing in this plot. 
Firstly, the difference in thermodynamic stability of the Mark-
ovnikov and anti-Markovnikov products is almost negligible. 
Secondly, the barriers separating the states differ from each 
other by about 80 kJ/mol. Recalling that the transition probabil-
ity for a system to transit from one metastable state to another 
is proportional to the exponential of the free energy barrier it 
is clear that the nature of the Markovnikov’s regioselectivity is 
almost purely kinetic as deduced from empirical observations.

To further support our conclusion we compare the barriers ob-
tained with metadynamics with the ones calculated by means 
of a NEB optimization of 60 images for both the Markovnikov 
and anti-Markovnikov route at 0 K on the potential energy sur-
face. The gray dashed dotted line in the lower panel of Fig. 11 
represents the energy of the images optimized by means of the 
NEB algorithm. It is clear that metadynamics is able to repro-

Fig. 8: Upper panel: free energy surface for the nucloephilic substitution of a 
chlorine atom in dichloromethane showing the two possible reaction paths 
and associated relevant reference structures. Lower panel: minimum free 
energy paths along for the two possible mechanisms of the reaction, namely 
the low-barrier back-side attack (blue line), and the high-barrier front-side 
attack (orange line).

Fig. 9: Reaction scheme for the hydrobromination of propene showing the two 
possible isomers classifi ed as Markovnikov and anti -Markovnikov products.

Fig. 10: Fundamental distances 
used as descriptors for the hyd-
robromination of propene.
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duce pretty well the energy landscape (see also Ref.[44]). One 
must keep in mind that metadynamics works on the free ener-
gy surface at fi nite temperature whereas the NEB optimization 
is applied on the potential energy surface without any account 
for temperature effects. This fact is the origin of the slight dif-
ferences in terms of barrier heights between the two methods. 
The large advantage of metadynamics is that all the entropic 
effects, even the anharmonic ones, are automatically included 
since the simulation is performed at fi nite temperature. More-
over, NEB optimization may be a rather complicated method if 
the complexity of the reaction rises with an increasing number 
of important degrees of freedom. This happens when the inter-
polated images between reactants and products lie far from 
the ideal minimum energy path resulting in a collection of un-
physical confi gurations. Again, our method does not imply the 
knowledge of what lies in between reactants and products, as 
this will be explored automatically by metadynamics directly 
on the free energy surface, but it rather suggests the proper 
direction to follow in order to connect them.

METADYNAMICS SIMULATIONS IN COMPUTATIONAL 
 CATALYSIS.

Catalysis is the industrial workhorse of chemistry. A large in-
terest from both academia and chemical industry is focused 

on the understanding of the fundamental reaction steps that 
accelerate a chemical reaction.

Computational methods allow unravelling the atomistic details 
of the catalytic processes.[45] Unfortunately, this is not a trivial 
task. Metadynamics can be an extremely powerful tool in deter-
mining the free energy profi le of a catalysed reaction and the 
relative rates.[14] Essential to this purpose is the choice of the 
CVs used to characterize the reaction dynamics. HLDA is a for-
midable technology to reduce the complexity of these problems.

Encouraged by the success of this method in solving many 
chemical problems we started focusing on a much more com-
plex process. We considered zirconocene catalyzed polymeri-
zation of propene.[46–49] For these types of reactions the homo-
geneous catalysts allows high stereospecifi city control of the 
growing polymer chain. By defi nition, a catalyst lowers the ac-
tivation barriers in a reaction. A stereospecifi c catalysts lowers 
only the reaction barrier dividing the reactants from the prod-
ucts with a well defi ned stereochemistry. Understanding the na-
ture of these mechanisms at the atomistic level is fundamental 
in designing better materials for more effi cient processes.

We have performed a preliminary study on these type of sys-
tems and the results are very encouraging. We designed the 
most simple model for a zirconocene complex (see Fig. 12). 
At this stage of the study no explicit solvent was considered. 
Moreover, the two cyclopentadienyl groups being symmetric 
and free to rotate, this model complex is not stereospecifi c. 
Nonetheless, it allows us to understand the basis of the acti-
vated process in view of more complex situations. Considering 
the local fl uctuations of the four descriptors reported in Fig. 12 
for both reactants and products states HLDA provides a simple 
CV that embodies all the complex rearrangements of the bond-
ing topology for this reaction. The free energy profi le (see Fig. 
12) allows us to shed light on the fundamental reaction steps. 
These include the complexation of the zirconium with the pro-

Fig. 11 : Upper panel: free energy surface for the hydrobromination of propene 
showing the two possible reaction paths and associated reactants and prod-
ucts structures. Lower panel: minimum free energy paths along for the two pos-
sible mechanisms of the reaction, namely the high-barrier anti -Markovnikov’s 
route (orange line), and the low-barrier Markovnikov’s route (blue line). The 
grey dashed line represent the results of the NEB optimization at 0 K.

Fig. 12: Free energy profi le for the zirconocene catalysed polymerization of 
propene using the HLDA CV obtained combining the four distances reported 
in the upper panel fi gure.
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pene -bond represented by the barrierless process in the left 
basin of the FES and the thermal rearrangement of the growing 
polymer chain represented by the ripples on the right basis. 
These fi rst results are comforting and provide us with the fi rst 
clear information regarding the catalytic process.

ANTI-CANCER DRUGS REACTIVITY

Recently we have studied the effect of water in the reduction 
mechanism of an important anticancer drug: asplatin.[61] In the 
presence of a reducing agent like ascorbate, asplatin[62, 63] is 
reduced to cisplatin and releases the two axial ligands, name-
ly an aspirin ion having an anti-infl ammatory effect, and a hy-
droxyl group. The reduct ion process implies the formation of a 
water molecule by abstraction of an hydrogen atom from the 
ascorbate by the hydroxyl leaving group. However, an alterna-
tive route is possible by forming a geminal diol on the ascorbate 
instead of releasing a water molecule.

Preliminary studies have been conducted for a model system 
in the gas phase. Using MC-HLDA we obtained two CVs starting 
from a rather general set of descriptors accounting for the co-
ordination of the complex. Fig. 13 reports the FES associated 
to this reaction. Higher level calculations are under prepara-
tion that involve the inclusion of several water molecules in 
a periodic simulation box while full ab initio density function-
al theory calculations at the PBE[59] level will be used. Also in 
this case, a preliminary study on a simplifi ed model system 

together with a relatively cheap electronic structure method 
ensures a proper choice of the CVs by means of HLDA. The 
future research strategy consists in adding increasing layers of 
complexity, such as the explicit solvent and periodic boundary 
conditions, while refi ning the accuracy of the ab initio method 
used to calculate energies and gradients.

ENHANCING TH E SAMPLING OF ACID/BASE EQUILIBRIUM

A large variety of chemical reactions occur in a solvent. Among 
all, water is ubiquitous and plays a fundamental role in inor-
ganic and organic chemistry as well as in biological systems. 
A very important feature that makes water a special solvent is 
that in most cases it is not just a spectator but plays a key role 
in the reactivity. 
Acid/base reaction dynamics in water represents one of the 
computational chemistry holy grails.[50] Traditionally, the cal-
culation of acid-base dissociation constant has been tackled 
using the static approach dividing the problem of solvation-dis-
sociation by means of Born-Haber cycles. However, although 
very accurate quantum chemical calculations can be used to 
calculate the energies of the single states of the Born-Haber 
cycle, in many cases this approach is not able to grasp the 
complexity of the problem due to the high fl uxionality of solvat-
ed systems at fi nite temperatures. Therefore, several MD free 
energy methods have been used to cope with the problem of 
solvation and diffusion of the acid-base groups.[51–53] Unfortu-
nately, due to the elusive nature of the species that form and 
diffuse through the water network it is hard to generalize the 
description of the free energy landscape for these processes.

Recently, we suggested a change of paradigm in the way we 
look at this problem. We consider the fast moving hydrogen 
atoms as a sea of particles that can migrate from the acid/
base species to the water molecules and vice versa with rel-
ative ease. The solvent is treated as a large macromolecule 
in which a defect, i.e. the hydronium or hydroxyl ion, is formed 
after the dissociation. However, due to the hydrogen bond net-
work in water the identifi cation of the charged species may be 
rather cumbersome. Typically, oxygen-hydrogen coordination 
numbers have been used to identify such species. Unfortu-
nately, applying a fi xed spherical cutoff centered on the oxygen 

Fig. 13:  FES for the reduction of asplatin to cisplatin and water or cisplatin 
and ascorbate diol. Energy in kJ/mol.

Fig. 14: Co ordination number calculated with a fi xed spherical cutoff (left) 
and using a Voronoi tessellation (right).
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atoms may result in large ambiguities (see Fig. 14, left panel). 
To circumvent this problem, we introduced a dynamical and 
univocal defi nition of the coordination number using a Voronoi 
tessellation. This means that no empty space is left when cal-
culating the atoms coordination (see Fig. 14, right panel) but 
more importantly no ambiguity due to the sphere overlap is 
possible. This ensures that the defi nition and identifi cation of 
the hydronium or hydroxide group is univocal.

Within this perspective, we use this adaptive coordination num-
ber to build a pair of CVs, n and d, that by means of MetaD 
favour acid/base dissociation events and drive the diffusion of 
the water charged species into the solvent respectively. We ap-
plied this method to the dissociations of a weak acid, a weak 
base, and an amphoteric compound, namely acetic acid, am-
monia and the bicarbonate ion respectively. Fig. 15 reports the 
FES obtained via MetaD using ab initio energies and gradients 
at the PBE+D level for the three cases considered. Considering 
the most stable confi guration for each of them as the reference 
“undissociated” point we observe a deep minimum for n and d 
around zero. This is the region in the CV space associated to the 
absence of defects in water. The bias acting on the CVs even-
tually makes a dissociation event happen. For the acid species 
this means the right positive branch is explored with d charac-
terizing the displacement of the conjugate base with respect to 
the hydronium. On the contrary, for the ammonia solution the 
formation of the hydroxide and ammonium ions corresponds to 
the exploration of the left negative branch. For the bicarbonate 
ion both acid and base branches are explored resembling the 
amphoteric nature of the system.[54]

These calculations allowed us to study with atomistic detail the 
thermodynamics of the acid/base equilibria calculating the 
pKa at the ab initio level. Currently, we are investigating more 
challenging systems. One is the zwitterionic equilibrium of gly-
cine.[55, 56] These methods allows a very general exploration of 
the mechanisms and understanding the peculiar behaviour in 
water of the fundamental building blocks of biological mole-
cules. The future plan is to extensively apply the method to 
more complex amino acids and more importantly to the study 
of the acid/base properties of small peptides.

Another challenging class of problems relates to heterogeneous 
catalysis. Most catalyst act by modifying the local pH conditions 
of the environment lowering the free energy barriers of a reac-
tion. Nanoporous materials such as zeolites are characterized 
by the presence of crystallographically well defi ned Brønsted 
acidic sites.[57, 58] We aim at using liquid dense water within the 
zeolite channels to probe the acidity of the Brønsted site. In 
this way we can understand how the framework infl uences the 
dissociation constants of the different and shed light on the dif-
fusion process of the acidic proton in a confi ned environment. 
Test calculations have been performed on the acidic zeolite 
chabazite. MetaD simulations at the PBE[59]+D[60] level using 
the dissociation and displacement CVs described above are un-
der study, and the preliminary results look very promising. Once 
the results on the acidic chabazite will be defi nitive the plan is 
to move our attention to different types of zeolite frameworks 
and relate the topology of the crystal structure with its acid/
base properties. This project is undoubtedly very ambitious and 
fraught with several possible diffculties but represents also a 
potential step forward in understanding the fundamental chem-
ical properties of a very important class of industrial catalysts.

CONCLUSIONS

The computational study of chemical reactions is a challenging 
fi eld. Metadynamics can become a routine tool in the study of 
complex chemical transformations where standard methods 
usually fail. To achieved this goal new methods and computa-
tional protocols must be developed with the framework of Meta-
daynamics. In this report two recent important developments 
in this fi eld have been presented able to cope with the high 
complexity of different chemical problems, namely complex 
chemical rearrangements and acid/base dissociation in aque-
ous media. These methods and their future extensions may 
open the possibility to study highly complex situations, offering 
experimental chemists the opportunity to understand and visu-
alize with atomistic details the ongoing phenomena underlying 
a chemical reaction. We are confi dent that these methods may 
fi nd a large range of applications, from molecular biology/med-
icine to heterogeneous and homogeneous catalysis.

Fig. 15: FE Ss for the acid/base dissociation of acetic acid (a), ammonia (b), and bicarbonate (c).
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